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ABSTRACT 

This paper demonstrates the learning rule for layered neural network through supervised data which 

provides the feature kernel using weighted impulse sum. Also we see how the input data is processed 

as it passes the layered neural network. And we obtain an important type of convolution neural network 

for the feature extractor in which the weights are determined through the training process via delta 

rule. We also encounter the systematic method with numerical example to show that the process of 

calculation of multiple layer neural networks is finally equivalent to single layer neural network. 
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II INTRODUCTION 

  The neural network started as a single layer neural network and evolved into shallow 

neural network, followed by the deep neural network. In the layered neural network, the signal enters 

the input layer, passes through the hidden layer, and leaves through the output layer. During this 

process, the signal advances layer by layer. In other words, the nodes on one layer receive the signal 

simultaneously and send the processed signal to the next layer at the same time. The multiple layer 

neural networks are evolved to overcome the limitations of the single layer neural network. And the 

calculation process of hidden layer leads to single layer neural network. 

2.l Architecture of Neural network 

The neural network is the connection of nodes through weights. The information in neural 

network is stored in the form of weights and bias. 

 
Fig 1: A node that has three inputs  

The input signal is multiplied by the weight before it reaches the node. Once the weighted signals are 

collected at the node, the values are summed. The weight sum of the above figure is  

𝑣 = (𝑤1 ∗ 𝑥1 ) + (𝑤2 ∗ 𝑥2 ) + (𝑤3 ∗ 𝑥3 ) + 𝑏   (1) 
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This equation shows that the signal with greater weight has greater effect. The matrix representation 

of weighted sum equation (1) is as follows 

  𝑣 = 𝑤𝑥 + 𝑏                (2) 

Where 𝑤 = (𝑤1, 𝑤2, 𝑤3)   and  𝑥 = (

𝑥1 

𝑥2 

𝑥3 

) . 

As the node enters the weighted sum becomes the activation function which produces the output. The 

activation function determines the behavior of the nodes. Thus the output form of activation function 

to the weighted sum is 

𝑦 = 𝜑(𝑣) = 𝜑(𝑤𝑥 + 𝑏)              (3) 

2.2 Delta Rule  

 The Delta rule is a type of numerical method called gradient descent. The gradient descent 

starts from the initial value and proceed to the solution. The delta rule is the learning rule for single 

layer neural network. 

 Delta rule adjust the weight by the following procedure, If an input node contributes to the 

error of the output node, the weight between the two nodes is adjusted in proportion to the input value 

𝑥𝑗 and the output error 𝑒𝑖 .  

Initialize the weight at adequate value. Take the input from the training data and enters into the 

neural network. Calculates the error of output𝑦𝑖, from the correct output 𝑑𝑖 , to the input.  

𝑒𝑖 = 𝑑𝑖 − 𝑦𝑖     (4) 

Calculate the weight according to the delta rule 

∆𝑤𝑖𝑗 = 𝛼𝑒𝑖𝑥𝑗        (5) 

 Adjust the weight as follows  

𝑤𝑖𝑗 ← 𝑤𝑖𝑗 +  𝛼𝑒𝑖𝑥𝑗    (6) 

Where 

𝑥𝑗 – The output from the input node j 

𝑒𝑖- The error of the output node i 

𝑤𝑖𝑗- The weight between the output node i and input node j 

𝛼- learning rate (0 < 𝛼 ≤ 1) 

Perform the steps for all the training data until the error reaches an acceptable level. The 

learning rate 𝛼 determines how much the weight is to be changed per time. If this value is too high, 

the output wanders around the solution and fails to converge. If it is too slow the calculation reaches 

the solution too slowly. For an arbitrary activation function the delta rule is expressed as 

𝑤𝑖𝑗 ← 𝑤𝑖𝑗 +  𝛼𝛿𝑖𝑥𝑗     (7) 

And    𝛿𝑖 = 𝜑′(𝑣𝑖) 𝑒𝑖                   (8) 

 We also derive the delta rule with sigmoid function, which is used as activation function. The 

Sigmoid function is defined as 

𝜑(𝑥) =
1

1+𝑒−𝑥                                    (9) 

We get on differentiating 

𝜑′(𝑥) = 𝜑(𝑥)(1 − 𝜑(𝑥))    (10) 

Substituting in (8), we arrive  

𝛿𝑖 = 𝜑(𝑣𝑖)(1 − 𝜑(𝑣𝑖))𝑒𝑖                                        (11)  

Again from (7), we have 

𝑤𝑖𝑗 ← 𝑤𝑖𝑗 +  𝛼𝜑(𝑣𝑖)(1 − 𝜑(𝑣𝑖))𝑒𝑖𝑥𝑗 (12) 

Thus the weight is determined in proportion to the output node error 𝑒𝑖 and the input node value 𝑥𝑗 

 

III NUMERICAL EXAMPLE 

Consider the neural network with single hidden layer 
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Fig 2 : A Neural network with a single hidden layer 

The first node of the hidden layer calculates the output as: 
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Fig 3 : Output from the hidden layer 

                                                                                                                      

 Weighted Sum: ν =  (3 x 1)  +  (1 x2) + 1 = 6 

Output: 𝑦 = 𝜑(𝑣)  = 𝜈 = 6 

In a similar manner, the second node of the hidden layer calculates the output as: 

 Weighted Sum: ν =  (2x 1)  +  (4x2) + 1 = 11 

Output : 𝑦 = 𝜑(𝑣)  = 𝜈 =11 

The weighted sum calculation can be combined in a matrix equation as follows 

ν = [
3 x1 + 1x 2 + 1
2 x 1 + 4 x2 + 1

] = [
3 1
2 4

] [
1
2

] + [
1
1

] = [
6

11
] 

The weight of the first node of the hidden layer lay in the row, and the weight of the second node 

are in the second row.  This result can be generalized as stated in equation 2 

Now let us determine the output layer 

                                                                          1 

                                              

                                                                               3 

                                                                          5 

                                                                     2                        1  

                                                                             1 

 

 

 

 

Fig 4 : Output from the output layer 

Let us use equation 2 to calculate the output  

Weighted Sum ν = [
3 2
5 1

] [
6

11
] + [

1
1

] = [
41
42

] 

      Output y = 𝜑(𝑣) = [
41
42

] 

Also Substituting the equation of weighted sum of the hidden layer into the equation of weighted 

sum of the output layer yields the following  

                                                      ν = [
3 2
5 1

] [
6

11
] + [

1
1

] 
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= [
3 2
5 1

] ([
3 1
2 4

] [
1
2

] + [
1
1

]) + [
1
1

] 

                                                          = [
3 2
5 1

] [
3 1
2 4

] [
1
2

] + [
3 2
5 1

] [
1
1

] + [
1
1

] 

                                                          = [
13 11
17 9

] [
1
2

] + [
6
7

] 

This matrix equation shows that this example neural network is equivalent to a single layer neural 

network as shown in the following figure 

 

                                 1 1                                              6        

1 3 3                                    1              13 

          2                                                =                         17       

                     1                 2             1                                            11          7 
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Fig 5 : Neural network is equivalent to single layer neural network 

 

 

IV CONCLUSION  

The delta rule is an iterative method that gradually reaches the solution and shows that the network 

should be trained repeatedly with the training data until we reach the solution. Also we clearly 

demonstrated the learning rule for layered neural network through supervised data using weighted 

impulse sum on repeated process equivalent to the single layer neural network.  
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